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Phenology is a key indicator and mediator of the ecological impacts of climate change. However, studies monitoring
the phenology of individual species are moderate in number, taxonomically and geographically restricted, and
mainly focused on spring events. As such, attention is being given to nonstandard sources of phenology data, such
as the dates of species’ biological records. Here, we present a conceptual framework for deriving phenological
metrics from biological recording data, while accounting for seasonal variation in the level of activity by recorders.
We develop a new Bayesian statistical model to infer the seasonal pattern of plant ‘recordability’. The modelled
dates of maximum recordability are strongly indicative of the flowering peaks of 29 insect-pollinated species
monitored in two botanic gardens in Great Britain. Conversely, not accounting for the seasonality in recording
activity results in biased estimates of the observed flowering peaks. However, observed first and last flowering
dates were less reliably explained by the model, which probably reflects greater interspecific variation in levels of
recording before and after flowering. We conclude that our method provides new potential for gaining useful
insights into large-scale variation in peak phenology across a much broader range of plant species than have
previously been studied. © 2015 The Linnean Society of London, Biological Journal of the Linnean Society, 2015,
115, 543-554.
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— growing degree days — phenology model — recorder effort.

INTRODUCTION in mediating range shifts driven by climate change
(Chapman et al., 2014). The potential for phenological
shifts to affect ecological interactions, processes, and
functions has therefore motivated a great deal of
interest in understanding patterns of phenological
variation across species, space, and time (Stenseth &
Mysterud, 2002; Phillimore et al., 2010; Thackeray
et al., 2010; Hodgson et al., 2011).

An important limiting factor for the study of
phenology is the availability of long-term and spa-
tially replicated data. Studies monitoring phenology
of individual species are moderate in number
and taxonomically and geographically restricted
(Chambers et al., 2013). They are also mainly focused
on spring events, and there has been concern that
*Corresponding author. E-mail: dcha@ceh.ac.uk many commonly used spring event indicators may

Among the most clearly documented effects of recent
climate change are shifts in the phenology of species
and ecosystems (Menzel et al., 2006; Sherry et al.,
2007; Thackeray et al., 2010; Chapman, 2013; Settele
et al., 2014). Indeed, phenology is increasingly recog-
nized as a determinant of ecological responses to
climate change. Phenological change has been impli-
cated in causing mismatch of trophic interactions
(Thackeray et al., 2010), explaining species’ demo-
graphic and population dynamic performance
(Miller-Rushing et al., 2010; Cleland et al., 2012), and
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exhibit serious biases (Van Strien et al., 2008;
Moussus, Julliard & Jiguet, 2010; Clark & Thompson,
2011). Finally, there are few data sets able to examine
spatial as well as temporal variation in phenology
(Chmielewski & Rotzer, 2001; Collinson & Sparks,
2008), despite recent studies indicating divergent
trends in space and time (Phillimore et al., 2010) and
variation in phenological trends along environmental
gradients (Chapman, 2013). Consequently, sole reli-
ance on the existing long-term monitoring data will
give an incomplete picture of the phenological
responses to climate change.

Because of this, some attention is being given to
nonstandard sources of phenology data, including bio-
logical recording schemes. Biological records typically
contain the date when a species was observed, as well
as its location. As the probability that a species is
recorded will vary over the season, according to
changes in its abundance or apparency to recorders,
biological recording dates may contain valuable infor-
mation on phenology. A small number of previous
studies have explored this possibility. Roy & Asher
(2003) used mean sighting dates for butterflies to
analyse spatial trends in phenology. Hassall et al.
(2007) demonstrated an advance in the first quartile
of Odonata recording dates over recent decades. By
contrast, fungal-distribution records indicated a later
end of fruiting (Kauserud et al., 2012). More recently,
Bishop et al. (2013) compared butterfly-distribution
records with population monitoring data to show that
mean biological recording dates gave a good indica-
tion of directly observed peak flight dates.

However, a common feature of such studies is that
raw biological recording dates have been used to
estimate phenology metrics. A problem with this is
that the temporal distribution of recording dates is
very likely to be affected by a confounding factor not
accounted for in simple analyses. Biological recording
is often, although not always, a form of opportunistic
citizen science in which observations are collected
without standardized sampling protocols. As a result,
there is typically seasonal variation in recorder activ-
ity or effort. The potential effect of this is illustrated in
Figure 1, where the observed distribution of record
dates arises from the product of the seasonal distri-
butions of recording effort and the ‘recordability’ of the
species. As shown in Figure 1, the result is that the
observed distribution of recording dates lies between
the peak (mode) of the unobserved distributions of
recording effort and species recordability. Raw biologi-
cal recording data will therefore give biased estimates
of species phenology. We expect this bias to be strong-
est when the species is recordable for long periods of
the year, when recording effort is very unevenly dis-
tributed, and when the peaks of recording effort and
recordability are far apart (as in Fig. 1D).

Based on the above arguments, the use of biological
recording data for phenological research requires two
new developments, which form the aims of this study.
First, we require a method for teasing apart the
unobserved temporal distributions of recording effort
and recordability from biological recording dates (e.g.
Blockeel et al., 2014). Second, it is necessary to show
that the estimated recordability of a species provides
an unbiased indicator of phenology, such as first,
peak, or last flowering days. For insect-pollinated
plants, one might hypothesize that the day of peak
recordability corresponds to the midpoint of the flow-
ering period, when the presence of flowers means that
the species will generally be most conspicuous and
identifiable to recorders. Towards these aims, we
developed a Bayesian modelling framework, based on
Figure 1, to estimate recordability over time statisti-
cally, and fitted the model to biological recording data
for British plants. To assess the reliability of the
modelling, we evaluated its correspondence to
phenology data collected on 29 plant species in two
botanic gardens. Plant nomenclature follows Stace
(2010) throughout.

MATERIAL AND METHODS

MODELS FOR THE SEASONAL DISTRIBUTION OF
BIOLOGICAL RECORDS

We developed two alternative models to characterize
the relationship between the day of the year and
probability of recording a focal species. First, we
developed a naive model that ignores recording effort
and assumes that the seasonal pattern in recording is
representative of the plant phenology. Based on
Figure 1, we expected this model to give a biased
representation of phenology. Second, we developed a
recording-corrected model, explicitly accounting for
the effect of recording in generating the observed
data. In this second model, the seasonal pattern of
recordability is assumed to represent aspects of the
underlying phenology of the species.

Both models are based on the discrete Fourier
transform (DFT), a highly flexible function for varia-
tion over a wrapped annual (365-day) cycle (Briggs &
Henson, 1995; Moody & Johnson, 2001). We used the
first and second DFT harmonics for day d, as follows:

h(d, 0) =0, sin (@) + 0, cos (ﬁ)
365 365
+ 65 sin (2%) + 6, cos (2@)
365 365
The parameter vector 6 controls the amplitude of
each phase and the resulting form of the cycle A.
Additional harmonic phases increase the flexibility of
h, but we wished to use the simplest possible model.
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Figure 1. Seasonal variation in recorder activity is expected to bias the temporal distribution of biological records. Thick
solid lines show the pattern of recording; this was very even in A and B and highly seasonal in C and D. Thin solid lines
show the ‘recordability’ of early and late species, which may relate to their phenology. Dashed lines are the expected
distribution of biological record dates, accounting for the recording pattern. It can be seen that seasonality in recording
biases the distribution of recording dates towards the peak in recording activity. This is most pronounced when recording
is highly seasonal and the species is recordable over a long period (D).

In the naive model, where there is no accounting for
seasonal recording bias, the probability of obtaining a
record on day d rather than any other day of the year
(P,) is written as:

eh(d,e)

365 . N
2 ohi0)
j=1

Taking exponents of & ensures that P; > 0 for every
day, while the denominator summation ensures that
P; sums to 1 across the year.

P, 0) =

The recording-corrected model for daily recording
probabilities, P,, is based on the product of DFTs
representing the temporal variation in recording
effort E and the recordability of the species R:

E(d, 6) = "%
R(d, ) =¢"
E(d’ eE)R(d5 eR)

365
D, L E(d.6:)R(d, 6r)

[)Q(da eEr eR) =
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In this model, the main interest is in R and its
relationship to the species’ phenology.

BIOLOGICAL RECORDING DATA USED IN THE MODEL

The models were fitted to recording dates of selected
plant species from the databases of the Botanical
Society of Britain and Ireland (BSBI) accessed
through the National Biodiversity Network (NBN)
Gateway (https://data.nbn.org.uk/). The BSBI data-
bases used were the Vascular Plants Database, Vas-
cular Plants Database Additions Since 2000, Vascular
Plant Records for Scottish Vice-counties, Vascular
Plant Records of Perthshire and Angus (Preston,
Pearman & Dines, 2002), Changing Flora of Glasgow
1982-2000 (Dickson et al., 2000), Plant Life of Edin-
burgh and the Lothians — Vascular Plant Data
(Smith, Dixon & Cochrane, 2002), The Flora of Rum:
Vascular plant data (Pearman et al., 2008), RISC
Botanical Non-Native Species Records, and SNH Site
Condition Monitoring — Vascular plants (2000-2006).

From these databases we extracted records from
Great Britain (England, Wales, and Scotland),
georeferenced to the 10 km x 10 km Ordnance Survey
British National Grid, and with a single unique
recording date. Dates were converted to the number
of days since 1 January of that year, excluding 31
December during leap years. The most recent year
with data was 2009. Records before 1970 were sparse
and so were excluded.

BAYESIAN APPROACH TO FITTING THE MODELS

To fit the models, we calculated the likelihood that the
observed daily distributions are multinomially dis-
tributed with probabilities P:(d,0) (naive model) or
Py(d,0g,0r) (recorder model). The likelihood function
for the naive model is:

L(x,0)=M(x,,n=3x,, P=PF(d,0)),

where M is the multinomial probability density for
the observed number of records per day (x,), account-
ing for the total number of records (n) and the daily
recording probabilities (P). The vector d contains all
days of the year.

Fitting the recording-corrected model is more
complex because recording effort E and species
recordability R are confounded, causing an identifi-
ability problem (i.e. some alternative parameter-
izations are exactly equivalent in likelihood). Our
solution is to obtain an independent estimate of E
from a group of ‘benchmark species’ representing
native, naturalized, or widely planted evergreen trees
and shrubs. We assumed that these should have
approximately equal recordability through the year
and so their recording dates should provide a fair

representation of the seasonal pattern of recording
effort.

The benchmark taxa we selected were Abies,
Arbutus, Buxus, Chamaecyparis, Cupressus, Euony-
mus japonicus, Hedera, Ilex, Juniperus, Picea, Pinus,
Pseudotsuga, Quercus ilex, Rhododendron ponticum,
Ruscus, Taxus, Thuja, Tsuga, and Ulex. These exhib-
ited some variation in their overall seasonal recording
patterns, which may be caused by variations in
sample size or spatial or temporal distribution trends.
However, our assumption was that by averaging
across these taxa we would obtain the most repre-
sentative picture of plant-recording activity. This
assumption was tested in the model validation.

Subscripting the combined records of the bench-
mark species with the letter b, the likelihood function
for the recording-corrected model is:

L(xs’ xb|0R7 eA) = M(xs; n= z“xs’ P = PZ(d’ eE’ eR))
M(xb’ n= 2“xb’ P = PZ(d5 eE’ 00))

For the benchmark species, 6, = [0,0,0,0], yielding
equal recordability on every day and ensuring that
they are only used for estimation of recording effort.

Model fitting was implemented through Metropolis
sampling of the Markov Chain Monte Carlo (MCMC)
algorithm on the model log-likelihoods, as imple-
mented by the MCMCpack R library (Martin, Quinn
& Park, 2011). Flat, improper priors were used for all
parameters. MCMC chains included a burn-in of 10*
iterations, after which posterior distributions were
sampled through 2 x 10° MCMC iterations that were
thinned every 20 iterations. Metropolis sampling
tuning parameters were set to ensure an MCMC
acceptance rate of ~25% (values of 1.4 for the naive
model and 0.9 for the recording-corrected model).
Raftery and Lewis’s diagnostics (Raftery & Lewis,
1992) were used to ensure that the chain lengths and
thinning intervals were adequate. A diagnostic for
stationarity and convergence of the chain was also
applied (Heidelberger & Welch, 1983).

In practice, not all the data were used in model
fitting. First, we observed that the recording data
always contained an excess of records for 1 January,
probably reflecting inaccuracies in the database.
Therefore, the models were fitted to data from day 2
to day 365. Second, for the recorder model we sub-
sampled the benchmark records to ensure approxi-
mately equivalent spatial and temporal coverage to
the focal species and to account for potential spatio-
temporal variation in recording effort. The sub-
sampling algorithm randomly sampled benchmark
records from each year in proportion to their fre-
quency in the focal species’ records. Following this,
the benchmark records were sampled in proportion to
the spatial distribution of the focal species’ records,

© 2015 The Linnean Society of London, Biological Journal of the Linnean Society, 2015, 115, 543-554



PHENOLOGY FROM BIOLOGICAL RECORDS 547

resolved at 100 km x 100 km grid level. A constraint
was placed on the sampling such that if the bench-
mark data contained fewer records than the focal
species for any sampling unit, then all benchmark
records for that sampling unit were retained. The
alternative would be to sub-sample the records of
the focal species, but we did not want to reduce the
volume of data on the species of interest.

VALIDATION OF THE FITTED MODELS

To test whether recordability estimates made from
the biological recording data correspond to species’
phenology, we compared the modelled recording and
recordability patterns with actual data on flowering
times. These data come from phenological monitoring
at the Royal Botanic Gardens (RBG) at Edinburgh
and at Kew (London), Great Britain. At both gardens,
the start and end dates of flowering for individual
plants or small self-sustaining populations are
recorded, from which we calculated the median flow-
ering period midpoint for each species.

RBG Edinburgh data spans the period 2006-2012,
and RBG Kew data spans the period 2001-2013. For
comparison, the naive and recording-corrected models
were fitted to recording data of the same species over
the period 2000-2009. Although not perfectly overlap-
ping with the monitoring data, we assumed that most
species would have similar phenology over the differ-
ent periods because there was little trend in annual
temperature over these periods.

Robust Major Axis (MA) regression was used to test
relationships between the observed phenological data
and estimates made from the model because of sam-
pling error in both the dependent and independent
variables (Taskinen & Warton, 2011). Observed flow-
ering period midpoints were regressed against the
estimated peak days for recording (naive model) and
recordability (recording-corrected model). Observed
first and last flowering dates were regressed against
various percentiles of the modelled recording and
recordability distributions. There is no a priori reason
to select a particular percentile reflecting the start
and end of flowering, as species may be recorded
outside the flowering period. Therefore, we found
percentiles in which the models most closely matched
the observed dates, using paired ¢-tests to quantify
the deviation.

The analysis excluded benchmark species and
was also restricted to insect-pollinated species. We
expected conspicuous flowers to be generally more
important to recordability than would be the case for
wind-pollinated flowers (although many wind-
pollinated species are also more easily identified when
in flower). Species with a recorded flowering midpoint
outside the general flowering period of the species, as

described in a standard floral guide (Rose et al., 2006),
were also excluded as they may behave differently in
the garden than in the wild. We also excluded species
with fewer than 100 biological records. Applying these
criteria, 20 species from RBG Edinburgh and nine from
RBG Kew were included in the analysis. The full list
was Aesculus hippocastanum, Anemone nemorosa,
Anthriscus sylvestris, Armeria maritima, Calluna
vulgaris, Digitalis purpurea, Dryas octopetala, Erica
cinerea, Erica tetralix, Fuchsia magellanica,
Galanthus nivalis, Hyacinthoides non-scripta, Iris
pseudacorus, Lamium album, Leucanthemum vulgare,
Lonicera  periclymenum, Mahonia  aquifolium,
Malva moschata, Muscari armeniacum, Narcissus
pseudonarcissus, Oxalis acetosella, Primula vulgaris,
Prunus laurocerasus, Ribes sanguineum, Rosa canina
agg., Sambucus nigra, Sorbus aucuparia, and Stachys
officinalis.

RESULTS
ILLUSTRATION OF THE MODEL

Recording of the benchmark taxa exhibited very
strong seasonality, with more observations during
summer than winter (Fig.2). As we expect these
species to exhibit little seasonal variation in
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Figure 2. The seasonal pattern in record dates for the
benchmark species (evergreen trees and shrubs), used to
estimate the seasonality in recording activity. Points show
the density of records on each day, nationally from 1970
2009. The line is the posterior mean model fitted to the
data (see the equation for P;), excluding records for the
first day of the year, which can be seen to be unreliable.
The posterior mean parameters are 6= [0.074, —-1.436,
0.063, —0.285]. Internal ticks divide months.
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recordability, this suggests that recording effort was
highly seasonal and would introduce significant bias
into naive estimates of phenology made from record-
ing data.

Figure 3 illustrates the fitted naive and recording-
corrected models for six common species. All had
highly seasonal distributions of recording dates, so
that the naive model indicated peaks in recording
during summer. However, when the corrected model
was implemented, the estimated seasonality in
recordability deviated strongly from the raw distri-
bution of recording dates, consistent with Figure 1.
As expected, the estimated recordability of two ever-
green species did not vary strongly across the year
(Fig. 3A, B). Conversely, the estimated recordability
for species characteristic of winter, spring, summer,
and autumn flowering showed strong seasonality
that was broadly consistent with their flowering
periods (Fig. 3C-F). The most striking example was
for the winter heliotrope Petasites fragrans, for which
the naive model estimated a recordability peak in
summer, whereas the corrected model suggested a
peak in winter.

MODEL VALIDATION

Both models were fitted to the 29 species monitored in
the two botanic gardens. As expected, the naive model
produced later recordability peaks for early species
than did the corrected model, and earlier estimates
for late species (Fig.4A). After exclusion of four
species that were clear outliers from the general
relationship (F. magellanica, M. aquifolium, P.
laurocerasus, and R. sanguineum), there was a strong
association between peak recording days estimated
from both models, (Spearman’s p = 0.948, P < 0.001;
Fig. 4A). The outliers tended to have smaller numbers
of records than the non-outliers (Wilcoxon signed-
rank test, P = 0.007; Fig. 4B), which probably compro-
mised the model fitting.

Model results from the 25 non-outlying species
were compared with phenology metrics observed in
the botanic gardens (Fig.5). Estimated first, peak,
and last flowering dates were strongly correlated to
the observations (Spearman’s p > 0.59 and P < 0.001
in all cases). However, the recording-corrected
model always resulted in closer and less-biased rela-
tionships between observed and model-inferred
phenology, as shown by MA regression fits being
closer to a one-to-one relationship (Fig. 5). The timing
of flowering peaks were estimated most precisely and
with the least bias, whereas flowering end dates were
least well explained (Fig. 5). However, it can be seen
from Figure 5E that the latter result was mainly
caused by poor performance for species extending
their flowering period late into the year.

DISCUSSION

We hypothesized that dates from biological recording
data, which are not collected for monitoring
phenology but rather for the primary purpose of docu-
menting species’ distributions, should nevertheless
contain useful information on phenology. However, as
outlined in Figure 1, we expected that the observed
recording dates would result from seasonal variations
in the recordability of a species and in recording
effort. As a result, previous studies that used
raw biological recording dates in assessments of
phenology (Roy & Asher, 2003; Hassall et al., 2007,
Kauserud et al., 2012; Bishop et al., 2013) may be
subject to substantial bias. Furthermore, we reasoned
that the magnitude and nature of this bias would be
affected by the seasonality and congruency of record-
ing effort and recordability. Specifically, the raw
recording dates should be most misleading about the
true phenology if the species is recordable for long
periods of the year, when recording effort is very
unevenly distributed and when the periods of high
recording effort and recordability are strongly mis-
matched in time.

As this recording bias will vary across species, time,
and space, we strongly caution against using raw
biological recording dates for phenological studies,
even where these biases are expected to be minimal.
For example, Robbirt et al. (2011) showed that her-
barium specimen collection dates of the orchid Ophrys
sphegodes responded to temperature very similarly to
directly monitored flowering. The collected samples
can be confirmed as flowering, and O. sphegodes has a
very short flowering period, so we would expect
minimal bias. Likewise, Kauserud etal. (2012)
restricted their analyses to distribution records from
fungi with short fruiting periods. However, even in
these cases, changes in recorder behaviour over time
could bias estimates of long-term phenological
change. Indeed, our analysis of the benchmark taxa
indicates that plant recording has started earlier in
recent decades than in the past (analysis not shown)
which may be caused by warmer conditions as well as
availability of better resources for vegetative identi-
fication. Failing to account for earlier recording would
indicate a spurious phenological advance in the
records.

Given the motivation for obtaining new sources of
information for phenological research, we developed a
statistical model to estimate the seasonality in
recording effort and species recordability from biologi-
cal recording dates. Furthermore, we showed that the
estimated day of peak recordability is a wuseful
phenology metric, exhibiting a strong and unbiased
correlation to peak flowering times monitored in two
botanic gardens. However, the model produced less
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Figure 3. Examples of fitting both models to distribution records from 1970-2009. Points show the proportions of records
from each day. Lines show posterior phenology curves estimated from the naive model (no accounting for temporal
variation in recording) and the corrected model (temporal variation in recording activity and species recordability are
modelled). Variations in the spatial and annual distributions of records among species cause differences in the estimates
of the recording activity pattern. The hypothesis of this study is that temporal variation in recordability corresponds to
phenology, so that recordability can be viewed as ‘corrected phenology’. A, B, two evergreen species are shown, one from
the benchmark group of species (A) and one from outside that group (B). C-F, nonbenchmark species with strong
phenological signals for winter (C), spring (D), summer (E), and autumn (F) flowering plants.
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accurate and more biased estimates of first and last
flowering dates, suggesting that biological recording
data are more suited to estimating peak phenology
rather than the extremes of flowering periods, across
many taxa. The likely explanation is that plant
species will differ strongly in their propensity to be
recorded before and after their flowering period
because of variation in their ease of identification
from vegetative characteristics. This will cause
interspecific variation in the recordability percentile
corresponding to their first and last flowering (as in
Fig. 5) and means that a single percentile cannot be
used across many species. By contrast, the majority of
species should be most conspicuous to recorders at the
peak of their flowering, so the recordability peak
should apply similarly across most species.

A key feature of our model was the use of ‘bench-
mark’ species to infer recording activity. These species
were prominent evergreen trees and shrubs that
should therefore be more or less equally recordable
through the year. Hence, we assumed that their
recording dates would be informative about recording
effort. Importantly, we subsampled the benchmark
records to match the spatial and annual distribution
of records for each species to gain the most precise
indication of recording effort for each species. Never-
theless, as shown in Figure 4, four of 29 species to
which the model was applied resulted in outliers from
the clear and expected relationship between the naive
and recorder-informed model.

Part of the reason for this was sample size, as all
the outliers had fewer than 400 records. Additionally,
two of the outliers were evergreen shrubs not
included in the benchmarks (M. aquifolium and P.

laurocerasus) but which had weak seasonality in
recordability. One of the other outliers was the red-
flowering currant, R. sanguineum, for which both
models estimated a bimodal recordability curve
peaking in spring and autumn. The naive model had
the spring peak as the major one, whereas the
recorder-informed model had the late autumn peak as
the major one, resulting in the outlier. This was
presumably caused by high recordability of the
species for both the flowers in early spring and con-
spicuous fruits in late summer. The same effect can
also been seen in the bimodal pattern for Arum
maculatum in Figure 3, a species with similarly dis-
tinctive flowers and fruits (Sowter, 1949).

This illustrates the care that must be taken when
interpreting the biological significance of peak
recordability. In most cases we expect that it will relate
to flowering, as flowers generally make plants more
conspicuous and easier to identify. However, some
species are likely to deviate from this general pattern.
For example, some species will be equally recordable
when in flower as in leaf (e.g. wind-pollinated Corylus
avellana) so the peak may indicate the midpoint of the
period in leaf. In some species, recordability peaks may
correspond to conspicuous phenophases other than
flowering (e.g. many Rumex spp. are identified from
their fruits, whereas Crassula tillaea develops con-
spicuous orange-red foliage independently of flower-
ing). Furthermore, some species will vary in
recordability according to changes in the surrounding
vegetation rather than their own phenology (e.g.
Viscum album is more noticeable when its host trees
have shed their leaves for winter). Therefore, careful
selection of appropriate study species for wider appli-
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Figure 5. Relationships between flowering period start, middle, and end dates monitored in two botanic gardens and (A,
C, E) recording estimated by the naive model and (B, D, F) recordability estimated by the corrected model. A, B, E, F,
the percentiles used were chosen to maximize correspondence between the model and the observations. Major-axis (MA)
regression lines, equations and R? values are given. Outliers identified in Figure 4 are omitted.
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cation of the model is necessary. Insect-pollinated
species with distinctive flowers and relatively incon-
spicuous fruits are likely to be the most suitable.

The estimated recordability peaks explained around
70% of the observed interspecific variation in observed
peak flowering. The residual variation will partly have
resulted from the comparison of national-level esti-
mates from the model with single-site estimates from
the botanic gardens. Furthermore, the gardens may be
situated outside the geographical or altitudinal range
of the species or in warm urban microclimates. Also,
there was a slight mismatch between the years of the
monitoring and modelling data. However, it also sug-
gests a level of imprecision in the modelling, which
means that the approach advanced here is probably
more useful for broad studies across many species,
rather than for detailed characterization of individual
species’ phenology. Biological recording data are avail-
able for many more species and locations than even in
the best existing direct phenological monitoring
recording schemes, such as Nature’s Calendar
(Collinson & Sparks, 2008; Amano et al., 2010) or the
International Phenology Gardens (Chmielewski &
Rotzer, 2001). Therefore, the main advantage of using
biological recording data for phenological study may be
the potential to analyse phenology trends in space, as
well as over time, for many more species than is
currently possible (Roy & Asher, 2003).

Similar approaches should also be wuseful for
phenological research on other well-recorded taxo-
nomic groups. However, a lack of equivalent bench-
mark taxa may prevent direct application of the
model to other taxa. For example, in temperate areas
virtually all terrestrial insects are inactive at some
time of the year — usually winter. Therefore, it may
be impossible to identify benchmark taxa equally
recordable throughout the year (Bishop et al., 2013).
However, the model could be modified for these
groups in at least two ways. First, the model could
make use of some other source of reliable information
on recording effort, such as numbers of unique record-
ing lists over time. A second possibility relies on
some of the species being subject to standardized
phenological monitoring, such as monitoring of
within-year abundance. It should be possible to use
this information on the true phenology to infer the
pattern of recording activity responsible for generat-
ing the biological recording dates of those species, and
use this to estimate the recordability of other species.
This would be a particularly powerful approach as it
would directly link the recordability concept advanced
here with the underlying abundance of the species.

Our model sits within the broader research on
accounting for recording effects in opportunistic bio-
logical recording data. Other approaches have been
developed to address problems, including estimation

of species richness (Hill, 2012), population trends
(Hill, 2012; Isaac etal., 2014), and range shifts
(Hassall & Thompson, 2010; Strien, Swaay &
Termaat, 2013). Other authors have also considered
biases from volunteer recording or citizen science
schemes designed to monitor phenology directly
(Sparks, Huber & Tryjanowski, 2008; Van Strien
et al., 2008; Gonsamo & D’Odorico, 2014). However, to
our knowledge, this study is the first attempt to
model recording effects in the derivation of phenology
metrics from biological recording data. We find that
raw recording dates give biased phenology estimates,
but that knowledge on recorder activity can be used to
correct this bias. Specifically, flowering peaks may be
well suited to estimation from biological recording
data; however, the timing of first and last
phenological events may be more elusive across large
numbers of species. Therefore, future studies should
exploit the potential of biological recording data to
gain new understanding of the factors influencing
peak phenological change. In particular, the wide
reach of biological recording should allow considera-
tion of a broader range of taxa and spatial scales than
have thus far been permitted by direct long-term
phenological monitoring.
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